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Abstract: In recent years, diabetes has become one of the most common human diseases in the world, and is even the main cause 
of high mortality and economic losses, while timely diagnosis and prediction provide patients with appropriate methods for 
prevention and treatment. By using a logistic regression model, we tried to predict type 2 diabetes. The statistical analysis was 
conducted with SPSS for descriptive analysis of data, a chi-square test, and logistic regression analysis to predict the risk factor of 
diabetes. As the result, five main predictive factors were identified: waist circumference, family history, hypertension, 
cardiovascular disease, and age. The overall prediction rate of the logistic regression model for predicting diabetes was 80%. The 
research results help prevent the occurrence of diabetes or facilitate early treatment, reduce misdiagnosis and avoid wasting health 
care resources. 
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1. Introduction 

With the improvement of modern living standards, the rate of diabetes is gradually increasing. The number of young patients 
with diabetes also increase, so diabetes has become an important global public health problem. In 2017, it was estimated that about 
450 million people worldwide were diagnosed with diabetes, and about 1.37 million deaths were due to diabetes [1]. More than 100 
million American adults suffer from diabetes. Diabetes was the seventh leading cause of death in the United States in 2020 [2]. 
According to estimates, the number of people suffering from diabetes in the world in 2025 will double that in 1995, with a prevalence 
rate of 5.4% [3], which shows the necessity of the disease prediction model for diabetes. 

2. Methodology 

The research mechanism was designed to construct a logistic regression model, establish the correlation between the outpatient 
data information and characteristics of diabetes, select the relevant variables based on the literature and follow-up statistical results, 
and perform a logistic regression analysis. Through the research, the real diabetes risk factors are found to establish a diabetes 
prediction model. The prediction model can screen pre-diabetes risk factors [4‒6]. The patients of the hospitals in southern Taiwan 
from 2016 to 2017 were taken as the research objects, and the hospital visit data were collected for data mining and analysis to define 
the possible important risk factors related to diabetes for early discovery of the disease to enable subsequent treatment. The statistical 
analysis was made with SPSS to find the risk factor and predict their occurrence to cause diabetes [7]. Related factors with explanatory 
power were also identified for the assessment of an individual's risk of diabetes. The result provides a reference basis for doctors' 
diagnosis and decision-making as well as assistance for personal health management. 

3. Logestic Regression 

The data on diabetes-related factors were collected and sorted by frequency distribution analysis. The main variables included 
14 items such as cardiovascular disease, waist circumference, age, family history, fasting blood glucose, taking antihypertensive 
drugs, and having suffered from kidney disease. 97.9% of patients had cardiovascular diseases, and 94.5% had excessive waist 
circumferences (Table 1).  
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Table 1. Diabetes-related variables and frequency allocation. 

No. Related Variables Percentage 

1 cardiovascular disease 97.9% 

2 waist too thick 94.5% 

3 aged over 45 91.9% 

4 family history of diabetes 89.5% 

5 Fasting blood sugar exceeds 125mgl 78.7% 

6 blood pressure lowering drugs 68.4% 

7 kidney disease 39.2% 

8 high blood cholesterol 35.7% 

9 asthma 33.7% 

10 dialysis 25.9% 

11 stroke 12.5% 

12 paralysis of hands and feet 9.3% 

13 can't see clearly 6.7% 

14 slurred speech 2.9% 

According to the analysis results, important references for diabetes included cardiovascular disease, excessive waist 
circumference, age, family history of diabetes, taking blood pressure drugs, kidney disease, high cholesterol, asthma, kidney dialysis, 
stroke, short-term hands and feet symptoms such as numbness or weakness, invisibility or blurred eyes, and slurred speech. The 14 
symptoms were analyzed by chi-square test to find out the possible factors related to diabetes in Table 2. 

Table 2. Correlation coefficients and significance. 

Correlation Coefficient Range (Absolute Value) Variable Correlation 

0.80 to 1.00 very relevant 

0.60 to 0.79 high correlation 

0.40 to 0.59 moderately relevant 

0.20 to 0.39 low correlation 

0.01 to 0.19 very low correlation 

Logistic regression was used to analyze variables one by one for their predictabilities of diabetes. The analysis results of the 
above variables are as follows. The overall prediction rate of the logistic regression model for predicting diabetes with waist 
circumference was 64%. The individual test value of excessive waist circumference was Wald = 44.32 at a significance of p = 0.000, 
indicating that there was a significant relationship between excessive waist circumference and diabetes. The patients with excessive 
waist circumference had the odds of developing diabetes Odds = Exp(−0.142 + 1.187). If the waist is too thick, the predictability of 
developing diabetes was 2.843, while that was 0.868 with a shorter waist circumference. The odds ratio of diabetes was 3.278, that 
is, the risk of developing diabetes was 3.27 times higher for patients with longer waist circumference (Table 3). 
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Table 3. Logistic regression analysis of waist too thick predicting diabetes. 

The overall prediction rate of the logistic regression model of family history for predicting diabetes was 64.5%, with a sensitivity 
of 63.4% and a certainty of 66.2% (Table 4). 

Table 4. Family history predicts diabetes predictor rate. 

 Observed Value 

Predictive Value 

Diabetes 
Correct Percentage 

No Yes 

Step 1 Diabetes 
No 151 77 66.2 

Yes 128 222 63.4 

 Overall Percentage   64.5 

The individual test value of family history Wald = 46.935 (p = 0.000), indicating that family history was significantly related to 
diabetes. The odds of the patient with a family history was 2.883, and 0.848 for those without a family history. Thus, the odds ratio 
was 3.401, meaning that the patients with a family history of diabetes were 3.4 times more likely to develop diabetes than those 
without a family history (Table 5). 

Table 5. Logistic regression analysis of family history predicting diabetes. 

Variable B S.E Wald Significance Odds Ratio 
Odds Ratio as a 95% CI 

Lower limit Upper limit 

family history 1.224 0.179 46.935 0.000 3.401*** 2.396 4.827 

constant −0.165 0.120 1.892 0.169 0.848   

The overall prediction rate of the logistic regression model for predicting diabetes with hypertension was 70.1%, with a 
sensitivity of 64.4% and a certainty of 78.9% in Table 6. 

Table 6. Hypertension predicts diabetes predictor rate. 

 Observed Value 

Predictive Value 

Diabetes 
Correct Percentage 

No Yes 

Step 1 Diabetes 
No 179 48 78.9 

Yes 124 224 64.4 

 Overall Percentage   70.1 

The high blood pressure was significantly related to diabetes (Wald = 93.424, p = 0.000), and the odds of hypertensive patients 
suffering from diabetes was 4.669, while non-hypertensive patients had 0.693. Thus, the odds ratio of the hypertensive patient to the 
non-hypertensive patient was 6.737, implying that the risk of developing diabetes was 6.73 times higher for the hypertensive patient 
(Table 7).  

  

Variable B S.E Wald Significance Odds Ratio 
Odds Ratio as a 95% CI 

Lower Limit Upper Limit 

waist too thick 1.187 0.178 44.320 0.000 3.278*** 2.311 4.65 

constant −0.142 0.119 1.416 0.234 0.868   
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Table 7. Logistic regression analysis of hypertension predicting diabetes. 

Variable B S.E Wald Significance Odds Ratio 
Odds Ratio as a 95% CI 

Lower limit Upper limit 

hypertension 1.908 0.197 93.424 0.000 6.737*** 4.576 9.918 

constant −0.367 0.117 9.872 0.002 0.693   

The overall prediction rate for the patient with cardiovascular disease was 65.8, the sensitivity was 55.9%, and the specificity 
was 81.2%. Cardiovascular disease was significantly related to diabetes (Wald = 70.3, p = 0.000), and the odds of the patient with 
cardiovascular disease was 4.618, while that of the patient without cardiovascular disease was 0.845. The odds ratio was 5.46, that is, 
the patient with cardiovascular disease had 5.46 times higher risk to develop diabetes than those without cardiovascular disease (Table 
8). 

Table 8. Logistic regression analysis of Cardiovascular disease predicting diabetes. 

Variable B S.E Wald Significance Odds Ratio 
Odds Ratio as a 95% CI 

Lower limit Upper limit 

Cardiovascular 

disease 
1.698 0.203 70.300 0.000 5.464*** 3.674 8.127 

constant −0.168 0.110 2.342 0.126 0.845   

Table 9 shows that the variables had significant correlations with diabetes, and hypertension showed the highest odds ratio 
between hypertensive and non-hypertensive patients. 

Table 9. Logistic regression analysis of predicting variables for diabetes. 

In this study, logistic regression was used to establish a prediction model of diabetes risk assessment with the consideration of 
AUC accuracy, sensitivity, and specificity. The area under the ROC curve was used to evaluate the identification capabilities of the 
various models (Swets et al). When the area is under the curve of (AUC) ≥ 0.7, the model has the diagnostic ability. When the variables 
were analyzed, the AUC (areas under the ROC curve) of the model was 0.655, and the overall prediction rate of the logistic regression 
model for diabetes was 80% (Fig. 1, Table 10). 

Table 10. Predictive rates of all variables predicting diabetes. 

Observed Value Predictive Value 

 
Diabetes 

Correct Percentage 
No Yes 

Diabetes 
No 153 66 69.9% 

Yes 46 296 86.5% 

Overall Percentage   80% 

Variable B S.E Wald Significance OR Value 
Odds Ratio as a 95% CI 

Lower limit Upper limit 

Waist Circumference 1.19 0.178 44.32 0.000 3.27*** 2.31 4.65 

Family History 1.22 0.179 46.94 0.000 3.40*** 2.39 4.83 

Hypertension 1.9 0.197 93.42 0.000 6.74*** 4.58 9.99 

Cardiovascular Disease 1.70 0.203 70.30 0.000 5.46*** 3.67 8.13 

Age 1.39 0.189 54.11 0.000 4.00*** 2.77 5.79 
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Fig. 1. ROC curve of logistic regression.  

4. Conclusion 

Different predictive models have also been developed to predict the occurrence of diseases by using logistic regression. For 
example, Kazemnejad (2010) used neural networks and logistic regression to detect diabetes blood glucose tolerance and pointed out 
that the three basic data of age, gender, and BMI were all related to the risk factors of diabetes. When including age, hypertension, 
cardiovascular disease, family history, and other variables, the logistic regression prediction rate reached 80%. The research results 
of this study help people understand whether they have the possibility of having diabetes in the future, check their health status, and 
correct bad habits. A reference to professionals and doctors in diagnoses and analyses is also provided from the result to prevent the 
occurrence of diabetes or detect it as soon as possible for early treatments or tracking. 
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